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Abstract The bivariate two dimensional empirical mode decomposition (Bi-
variate 2D-EMD) is extended to estimate the turbulent fluctuations and to
identify cycle-to-cycle variations (CCV) of in-cylinder flow. The Bivariate 2D-
EMD is an adaptive approach that is not restricted by statistical convergence
criterion, hence it can be used for analyzing the nonlinear and non-stationary
phenomena. The methodology is applied to a high-speed PIV dataset that
measures the velocity field within the tumble symmetry plane of an optically
accessible engine. The instantaneous velocity field is decomposed into a finite
number of 2D spatial modes. Based on energy considerations, the in-cylinder
flow large-scale organized motion is separated from turbulent fluctuations.
This study is focused on the second half of the compression stroke. For most
of the cycles, the maximum of turbulent fluctuations is located between 50 and
30 crank angle degrees (CAD) before top dead center (TDC). In regards to
the phase-averaged velocity field, the contribution of CCV to the fluctuating
kinetic energy is approximately 55% near TDC.
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1 Introduction

The in-cylinder flow plays a major role in the performance of internal combus-
tion engines. Air-fuel mixing process, combustion development, auto-ignition,
filling-empty efficiency and pollutant emissions are all affected by air mo-
tion [17,30,39,51]. The in-cylinder turbulent flow is inherently unsteady since
the flow pattern changes during individual cycles and the mean flow varies
from one cycle to another. Such large-scale cycle-to-cycle variation (CCV) of
the flow has a negative effect on combustion process and can cause engine
knock, missfire, excessive noise and emissions [33].

The turbulent fluctuations are considered to be different from the large-scale
variations of the flow. The turbulent eddies cause small-scale mixing, more-
over the high level of turbulent kinetic energy enhances flame propagation
and reduces the duration of combustion process. Hence the separation of ran-
dom turbulent fluctuations from the larger-scale coherent structures, that are
associated with CCV, is of crucial importance in engine development. Dif-
ferent decomposition methods exist in the literature. A non exhaustive list
is presented in the diagram of Fig. 1. These approaches can be generalized
into two main categories: statistical and non-statistical. The statistical ap-
proaches require several instantaneous velocity fields for every crank angle
degree (CAD) such as cyclic or moving averaging techniques [31,44]. The well-
known Proper Orthogonal Decomposition (POD) is another statistical method
that was proposed by Lumley for turbulent flows [28]. It is a linear procedure
that decomposes the velocity field into a set of orthogonal basis functions
(modes) in which the flow structures containing most of the kinetic energy
are reconstructed by the first few modes. It is an adaptive method in which
the basis functions are computed from the data itself. POD has been com-
monly applied to in-cylinder flow in order to extract the dominant structures
and study their CCV [5,9,13,27]. However in POD filtering, the separation
between mean flow and turbulent fluctuations is performed by truncating the
series of the modes and this requires an ad hoc criterion [7,40]. Furthermore,
Independent Component Analysis (ICA) can be coupled to POD in order to
analyze in-cylinder flow structures and to provide information about CCV [3].
Recently, Cluster-based analysis was proposed for identification of CCV [6].
Although this approach extends the POD analysis, it can be applied on any
periodical driven flow at large Reynolds number. Dynamical Mode Decom-
position (DMD) is an alternative statistical method for analyzing nonlinear
turbulent flows [43]. It was applied to in-cylinder velocity fields resolved by
large eddy simulation (LES) in order to extract the spatial flow structures at
certain frequencies [42]. All aforementioned methods provide a statistical de-
scription of the flow structures, hence they are not appropriate for analyzing
non-stationary dynamics.

Non-statistical methods can include approaches such as Wavelet Analy-
sis [48]. It is suitable in order to study unsteady flows (as in-cylinder flow), how-
ever the results depend on the prior defined basis function (mother wavelet) in
the decomposition process. Fourier transform can also be used to separate in-
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cylinder mean flow from fluctuating component. However the decomposition
is based on the harmonic functions, in addition like most of turbulent flows,
the choice of a cut-off frequency /length remains a complex subject [8,26].

In addition, various spatial filter techniques such as Gaussian kernel exist,
which distinguish CCV from turbulent fluctuations [19, 38]. However, the re-
sults depend again on the filter size. Lagrangian finite time techniques can
also be used to detect precisely the evolution of spatial coherent structures
and to investigate the unsteady flow separation. This has been applied to
in-cylinder velocity fields to extract turbulent fluctuations at the end of com-
pression stroke [46]. However, the realization of this technique is quite a com-
plicated task.

Variational Mode Decomposition (VMD) can be an alternate candidate for
analyzing non-stationary phenomena [10]. It is a non-recursive method where
the modes are extracted concurrently. This method requires a prior informa-
tion about mode numbers, as many segmentation algorithms, in order to avoid
over/under decomposition problem.

YES I Statistical convergence required NO

Averaging
techniques
[44]

Wavelet
[48]
Straightforward posteriori implementation
[38]

YES

Depends on a priori basis functions

Cluster-
based [6]

POD [13]
ICA[3]
DMD[42]

Depends on the filter size

YES NO

Lagrangian
finite time
[46]

| Need to set a predefined mode numbers |

YES NO

Fig. 1: Diagram presenting decomposition methods (non exhaustive) for ana-
lyzing in-cylinder velocity fields sorted following several criteria
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Empirical Mode Decomposition (EMD) is a fully data-driven method for
analyzing the nonlinear and non-stationary phenomena that was introduced
by Huang et al. [23]. It decomposes any complicated dataset into a finite
number of oscillatory modes, called Intrinsic Mode Functions (IMFs), with
significant different bandwidth frequency. The IMF has two properties: in the
whole dataset, the number of extrema and zero-crossing are equal or differs
at most by one. In addition, it has a zero mean envelope defined by the local
maxima and minima. It should be emphasized that unlike any simple harmonic
function, Fourier transform, the amplitude and frequency of the IMF varies as
a function of time.

EMD has encountered considerable success in atmospheric physics, geophysics
and brain-computer interfaces [12,36,49]. In fluid mechanics, Huang et al. [22]
used EMD and a Hilbert transform for identification of different events in
Stokes and nonlinear water waves. Huang et al. [24] applied EMD on homo-
geneous turbulence time series to investigate turbulent scaling intermittency,
however such applications are restricted to the temporal analysis of the veloc-
ity fields at one point. Recently, Sadeghi et al. [41] proposed Bivariate Two
dimensional EMD (Bivariate 2D-EMD) in order to separate spatial large-scale
organized motion from homogeneous and isotropic turbulent flow. Although
EMD analysis has never been applied to confined, unsteady turbulent flows,
as those encountered in piston engines, it appears to be promising for engine
flow analysis. One of its obvious advantages is the ability to decompose the
flow structure on a single instantaneous velocity field. Therefore such an ap-
proach appears appropriate for analyzing in-cylinder flows within individual
cycles under transient and steady engine operations.

This work presents the extension and application of Bivariate 2D-EMD for
the analysis of in-cylinder flow velocity fields obtained from planar high-speed
PIV. Bivariate 2D-EMD is used to separate large-scale organized motions from
small-scale turbulent fluctuations. The former is classified as the low spatial
frequency part of the flow, while the latter is the high spatial frequency part.
This analysis allows one to estimate in-cycle turbulent fluctuations based on
the velocity field of an individual cycle. In addition, the variability of low-
spatial frequency flows from the phase-averaged flows, provides the ability to
study the cycle-to-cycle variations of the organized flow motion.

Moreover, the use of this method that can improve the center identification of
the tumble motion, is investigated. The tumble is the in-cylinder large-scale
rotational motion in spark-ignition engine, the generating and control of this
flow have a considerable importance for engine designer.

2 Bivariate 2D-EMD

Given an arbitrary one dimensional and mono-component signal z(t), the al-
gorithm of standard EMD can be summarized as follows:

1. Identify all local extrema of the variable x(t).
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2. Interpolate (using local spline interpolation) between all the minima (resp.

maxima) to obtain the signal envelope passing through the minima, e,,;, (t)

(resp. emax(t)).

Compute the local mean m(t) = (emin(t) + €maaz(t))/2.

4. Subtract the local mean from the signal to obtain the modulated oscillation,
local detail h(t) = z(t) — m(t).

5. If h(t) satisfies the stopping criterion [47], then it is an IMF: IMF(t) =
h(t), otherwise set z(t) = h(t) and repeat the process from step 1.

@

The above procedure is called Sifting process and once the first IMF is ob-
tained, it is applied in the iterative way to the residual r(t) = xz(t) — IMF(t)
to extract remaining modes, called IMFs. The decomposition progresses until
the residual (last mode) becomes a monotonic function, such that the original
signal is written as: z (t) = Zfil IMF; (t). In this way EMD gradually de-
composes any given signal, and the first IMF contains the highest frequency
(finest scale) and the last IMF represents the signal tendency. For instance,
the decomposition of an experimental temporal turbulent velocity signal by
EMD is presented in Fig. 2.
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Fig. 2: Example of EMD analysis of a turbulent velocity signal (First row) and
the corresponding IMFs, the unit is ms™!

The Bivariate 2D-EMD approach decomposes a two-components (bivari-
ate) signal in 2D spatial field [41]. This method is based on Adaptive-Projection
Intrinsically Transformed Multivariate EMD (APIT-MEMD) that processes
temporal multi-components signals [20]. Also in order to suppress the mode-
mixing problem, the noise-assisted modes are considered in the decomposition
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process [37,45]. The mode-mixing refers to the presence of single scale in dif-
ferent modes or a single mode containing several various scales. The added
White Gaussian Noise (WGN) provides the uniform reference frame in the
time-frequency space. When the signal is added to WGN, the intrinsic signal
oscillations at different scales are automatically associated with the similar
scales of reference background established by white noise. In Noise assisted
APIT-MEMD (NA-APIT-MEMD) [20], the WGN is considered as an adja-
cent subspace and then the composite signal is decomposed by APIT-MEMD.
Finally the IMF components corresponding to WGN are discarded thus leading
to a set of IMF's associated with only original input signal. The WGN ampli-
tude is set close to those of the input signal components in order to avoid
power imbalance. In addition, a single realization of [-channel WGN in the
decomposition leads to rather different outputs for different trials. Therefore,
an ensemble approach should be considered in which the input multivariate
signal is decomposed several times (NE). It means every time a different set of
[-channel noise is used. Then the set of multivariate IMF's obtained from the
decompositions are ensemble averaged to obtain the final IMFs. This method
is called Ensemble NA-APIT-MEMD.

In order to decompose the two-components 2D signal as an instantaneous 2D
velocity field with horizontal and vertical components using Bivariate 2D-EMD
analysis, the signal is considered as f(m,n) gridded data. At first step, the
ensemble NA-APIT-MEMD that simultaneously decomposes the two compo-
nents of the velocity field, is applied to each row of the velocity field that leads
to K horizontal components. It should be noted that the U and V' compo-
nents of the velocity field are processed in a “coupled way”. Afterwards, it is
applied in the vertical direction on the results of decomposition at the first
step (i.e., on each column of the horizontal components), generating J vertical
components, leading to a total number of J x K two-dimensional components
(pseudo IMFs). To illustrate, an instantaneous 2D in-cylinder velocity field
at 100 crank angle degrees before compression stroke top dead center (in this
study noted 100 CAD) is shown in Fig. 3a. The horizontal component of this
velocity field, U and the corresponding two-dimensional components i.e., the
horizontal components of the pseudo IMFs are presented in Fig. 3b and Fig.4,
respectively. By careful consideration some oriented scales and similar charac-
teristics in different pseudo IMFs can be observed, for instant the horizontal
(vertical) scales of each row (column) increase as k ( j ) increases.
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Fig. 3: (a) In-cylinder instantaneous velocity field at 100 CAD, the unit is
ms~! | (b) U, horizontal component of the velocity field, (¢) The scheme of
combination strategy for different components resulting from applying Ensem-
ble NA-APIT-MEMD in two orthogonal directions

The final i-th bivariate and bidimensional IMF (BIMF,) is obtained by using
a combination strategy [50]; BIMF; = ZkK:z hig + Z;’:Hl hji, where hjj of
size (m,n) denotes the pseudo IMF that is located in the j-th row and k-th
column. Figure 3c¢ depicts this strategy in which the neighbor pseudo IMF
with the same shade are summed in order to obtain the final modes. Figure 5
presents only the horizontal components of the final BIMFs that correspond
to the modes of U. It is observed that the range of spatial frequencies of the
fluctuations decreases from the first to the last mode and the latter represents
the trend of the velocity field in the horizontal direction. The modes (BIMF's)
that contain the two components of the velocity field (U,V) are presented in
Fig. 6. For Bivariate 2D-EMD analysis, the noise assisted process was per-
formed by one WGN for which the variance was set to the mean variance of
the input signal components. In this manner, the noise itself does not gen-
erate power imbalance between input signal components and the number of
ensemble realizations, NE is 100.
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Fig. 4: The horizontal components of the pseudo IMFs corresponding to U
velocity field, that are obtained by the application of Ensemble NA-APIT-

MEMD in the horizontal and vertical directions of the velocity field in Fig. 3a,
the scale in each panel is different
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Fig. 5: The horizontal components of the final BIMFs of the velocity field,
(a-f) from the first to the last mode, respectively, the unit is ms™?
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Fig. 6: (a) In-cylinder instantaneous velocity field at 100 CAD (presented in
Fig. 3a) and (b-g) Its BIMF's from the first to last mode, respectively. The
unit is ms~! and every two vectors are depicted

In the present study the Bivariate 2D-EMD is extended in order to be ap-
plied to complex and time-dependent geometries as encountered in the engine
configurations in which the size of velocity field changes due to the piston mo-
tion. Two main difficulties are identified: determination of the global number
of “pseudo IMFs” in each direction and also the total number of the“final
modes (BIMFs)” for each velocity field. These issues and proposed solutions
are detailed in the following.

Firstly, the total number of the modes obtained by EMD analysis for 1D
signal is typically at most O(logaN) for N data points. So when the velocity
field has a polygon shape (similar to engine flows with a pentroof cylinder
head), the number of the modes can vary from one row (resp. column) of data
to the others. Moreover, such a situation can be encountered even for a square
velocity field due to the presence of different scales of fluctuations in the local
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velocity i.e., signal complexity. In these cases, the total number of the pseudo
IMFs i.e., J x K is given by the number of modes for the row (resp. column) of
data that contains most of the modes. The last mode of the row (resp. column)
of data that has a fewer modes should be considered as the K-th (resp. J-th)
mode in order to have the meaningful trend of the analyzed signal in the final
BIMF. This trend contains the lowest spatial frequency of the signal for which
the faster fluctuations are superimposed on. The other modes of this row (resp.
column) data are also organized in the descending order for construction of
the hjj; components.

Secondly, considering the aforementioned combination strategy for 2D sig-
nal, the total number of the final modes (BIMFs) is driven by the direction
that has the smallest length. This fact can lead to less physical significant
modes when the signal feature (i.e., flow structures) are more complex in the
other direction. Such a situation can be encountered for flows dealing with
time-varying geometries as in the case of in-cylinder flows as the piston moves.
Therefore, in order to equally weight the decomposition in both directions and
not to impose a prior preferential direction, the signal in the smaller direction
is interpolated on the grid with the same number points as in the larger direc-
tion. In this manner, the dimension of the original 2D signal is not changed
contrary to the phase-invariant POD method [13]. In this latter approach, the
velocity fields are stretched in the cylinder axis direction to obtain data on a
fixed grid that makes it possible to study the velocity field evolution in terms
of the POD basis functions. In the present grid interpolation approach, the
verification of the signal’s energy (the mean kinetic energy of the velocity field)
for several instantaneous in-cylinder flow (100, 50, 25 CAD), before and after
different interpolation methods has been performed. The results shows an er-
ror of 0.7% in the case of linear interpolation scheme which is less than ones
obtained by natural or cubic scheme. The procedure of Bivariate 2D-EMD
analysis to separate the large-scale organized flow motion from turbulence is
summarized as follows:

1. Interpolate the input 2D signal in the smaller direction on the grid with
the same number of the points as in the larger direction.

2. Apply the Ensemble NA-APIT-MEMD to each row (or column) of the
bivariate 2D signal, i.e., decomposition along one dimension.

3. Apply the Ensemble NA-APIT-MEMD to each column (or row) of the
results of the decomposition from step 2, i.e., decomposition along the
second dimension.

4. Use the combination strategy to obtain final bivariate 2D modes.

Calculate the kinetic energy of each mode following Eq. (3).

6. Separate the flow large-scale organized motion (i.e., the last IMF) from
turbulent fluctuations based on energy considerations. Indeed the last IMF
provides the evolution of the large-scale motion.

ot

The efficiency of this approach was also assessed through the decomposition
of different velocity fields. For instance a known synthetic Lamb-Oseen vortex,
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U;(x,y) that mimics coherent structures is perturbed by a section of an ex-
perimental homogeneous isotropic turbulent (HIT) velocity field, P(z,y), by
spatial resolution of 0.16 mm [16]. After the perturbed velocity field, Uy (z,y),
is decomposed by Bivariate 2D-EMD and based on energy consideration, pre-
sented in Sec. 3, the synthetic vortex is recovered. The resulting flow field,
U,(z,y), from this analysis is presented in Fig.7. The relative mean square
error between the recovered vortex and the initial one is 6.74 and 6.3% with-
out and with interpolation respectively. More explications about the influence
of the velocity field interpolation on the final modes and the separation of
different parts of the flow are presented in appendix.

10 5 100 i’ 5
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(a) Ui(z,y), Large-scale synthetic flow (b) P(z,y), Small-scale structures
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(©) Up(z,y) = Ui(z,y) + P(z,y)

4 !
-10 -8 6 4 2 0 2 4 6 8 10
X [mm]

(d) Ur(z,y) (e) Ur(w,y)
Fig. 7: (a) A synthetic Lamb-Oseen vortex, (b) A section of an experimental
HIT velocity field as a perturbation, (c¢) Perturbed velocity field, (d-e) Re-
covered velocity fields (Large-scale structure) without and with interpolation,
respectively. The unit is ms~! and every two vectors are displayed

3 Application of Bivariate 2D-EMD on in-cylinder flow dataset
3.1 High speed planer PIV and optical engine

The PIV measurements evaluated in this study were performed in an optically
accessible single-cylinder spark-ignition wall-guided engine. The optical engine
and PIV measurements have been previously described elsewhere [2, 15, 52]
and a brief description is provided as follows. The optical engine features a
twin-cam, overhead valve pentroof cylinder head, a 55 mm height quartz-glass
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cylinder liner with 8 mm window extension into the pentroof, and a Bowditch
piston arrangement with a flat quartz-glass piston crown window. The cylinder
head is equipped with a side-mounted injector, which remained inactive for the
experiments, and a centrally mounted spark plug, which was replaced with a
threaded plug whose surface remained flush with the cylinder head surface. For
the measurements used in this study, the engine operated at 800 rpm under
motored conditions, Table 1 provides relevant engine details and operating
parameters.

Table 1: Engine operating

Engine speed 800 rpm
parameters Bore/Stroke 86/86 mm
Clearance height 2.6 mm
Compression ratio 8.5:1
Displacement volume 499 cm?
Average intake pressure 0.95 bar
Average exhaust pressure 1 bar
Intake air temperature ~ 23 °C
Cylinder head coolant temperature ~ 60 °C
Intake valve open 325 °aTDC @
Intake valve close 125 °bTDC ¢
Exhaust valve open 105 °aTDC
Exhaust valve close 345 °bTDC

¢ TDC denotes top dead center of compression stroke,
a and b stands for after and before

High-speed PIV measurements were performed in the optical engine to cap-

ture the temporal evolution of the two-dimensional, two-component (2D2C)
velocity field throughout the entire engine cycle (i.e., 719 consecutive CADs).
A frequency-doubled Nd:YVO, dual-cavity laser and 12-bit CMOS camera
were synchronized to the engine at 4.8 kHz to provide 2D PIV images ev-
ery crank-angle. A homemade programmable timing unit, including two sig-
nal generators (Quantum Composers), was used to specify independently the
time separation between the double-pulsed laser pulses throughout the engine
cycle. This provided an optimization of the timing between PIV frames on a
crank-angle resolved basis, which effectively increases the dynamic range of
the PIV measurements [1,34]. Silicone oil droplets (~ 1 ym diameter) were
used as the PIV seeding medium, and were introduced into the intake air via
a droplet seeder.
The high-speed PIV images resolved the velocity field within a 54 x 54 mm?
region (1.0 mm light sheet thickness) centered within the central symmetry
plane (i.e., z = 0 mm). PIV images were processes with a commercial software
(DaVis, LaVision). A multi-pass cross-correlation algorithm with decreasing
window size (96 x 96 to 32 x 32 pixels) and 75% window overlap was used
for PIV processing. The PIV measurements have a spatial resolution of 2.25
mm based on the final interrogation window size (32 x 32 pixels) and a vec-
tor spacing of 0.56 mm. Further details of the PIV measurements and their
uncertainty can be found in [2,52].
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3.2 Bivariate 2D-EMD analysis

We intend to provide an alternate way for triple decomposition of the velocity
field in the case of in-cylinder flows [21], in which the local instantaneous
velocity at crank angle 6 during cycle 4 is presented as

U(0,i) = Uga(6) + u(4,i) + u*(6,14), (1)

The three terms on the right hand side are respectively the ensemble (phase)-
averaged velocity; Uga (0) = (U(6,1)), the coherent fluctuations associated
with cycle-to-cycle variation of the organized motion (CCV) and the turbu-
lent fluctuations.

In this study, Bivariate 2D-EMD is applied to the instantaneous velocity fields
in order to separate the large-scale organized motion i.e., the low spatial fre-
quency part (Lf) from the turbulent fluctuations i.e., the high spatial frequency
part (Hf). Hence, the instantaneous velocity can be represented as

U(Q,’L) = ULf(avi) +UHf(97i)7 (2)

By such a definition, one can have access to the particular cycle bulk flow and
the velocity fluctuations that are considered as the turbulence. The difference
between the flow low frequency part and the phase-averaged velocity field cor-
responds to the cycle-to-cycle variation of the large-scale motion, described as
Uc(0,7) = Urs(0,i) —Uga (#). As one can observe in Fig. 6, the instantaneous
velocity field at 100 CAD is decomposed by Bivariate 2D-EMD into a finite
and small number of modes i.e., it is the sparse and multiscale decomposi-
tion. Qualitatively, the spatial frequency of the velocity fluctuations decreases
when the number of the mode increases: the higher the mode order, the larger
the scales of the corresponding flow structures. This physical feature can be
quantified by computing the power spectral density (PSD) of each BIMF. The
longitudinal PSD of each velocity component and their corresponding modes
are presented in Fig. 8. It should be mentioned that they are computed from
the velocity fluctuations by using Welch’s method and the velocity field in-
side cylinder clearance volume is not considered. As one can see the maximum
energy of the different modes is almost concentrated in different wave num-
bers, which ensures the scale separation of the instantaneous velocity field.
The slope of the reference line is -5/3 corresponding to the inertial-range Kol-
mogorov spectrum. The first mode with the highest frequency and the lowest
level of energy can be partially associated with the incoherent measured noise
or the smallest resolvable scales within PIV data.
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Fig. 8: The longitudinal PSD of each components of the velocity field and
their corresponding modes, (a) Horizontal, U and (b) Vertical, V' component
at 100 CAD

The intermediate modes, modes 2-5, are mainly associated with the turbulence
inertial sub-range and the last mode corresponds to the large-scale structures
of the flow i.e., organized motion. These structures that contain the large
amount of in-cylinder flow kinetic energy can be separated from turbulent
fluctuations by using an energy criterion defined as

E, =05 (U2 +V2), (3)

Where n denotes the mode number and the symbol ~ is the spatial average.
This criterion is computed for the aforementioned velocity field at 100 CAD
and the result is presented in Fig. 9. A sudden increase in the energy of the
last mode is observed, it is considered as a large-scale organized motion (flow
Lf part). Meanwhile, the sum of the first five modes represents the turbulent
fluctuations (flow Hf part), as shown in Fig.10.

3 4
Mode number

Fig. 9: Energy content as a function of mode numbers for decomposed velocity
field at 100 CAD; the red line corresponds to the velocity field presented in
Fig. 6a and the blue lines correspond to the velocity fields in the same CAD
for 5 different cycles
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Fig. 10: (a) In-cylinder flow velocity field at 100 CAD (b) Low frequency part
of the velocity field that considered as a large-scale organized motion, (¢) High
frequency part that represents the turbulent fluctuations. The unit is ms™*
and every two vectors are displayed

In this study, the analysis of the velocity fields is performed over 15 indi-

vidual cycles between 100 CAD to TDC during the compression stroke, and
the same behavior was observed but not shown here. Indeed in all decomposed
velocity fields a sudden increase in the last mode was observed. Also for il-
lustration purpose, the instantaneous velocity fields at three different CADs,
the corresponding Lf and Hf parts, the cyclic fluctuations of the Lf part of the
flow (U.) and the phase-averaged velocity fields, are presented in Fig. 11. It
is observed that the global feature of the flow (i.e., the large-scale organized
motion) is quite well identified in the Lf part of the flow, presented in second
row of Fig. 11. There is a significant similarity between the velocity field of this
flow and the phase-averaged velocity field, shown in third row, however the
flow instantaneous large-scale structure of considered cycle is better captured
in Lf part, particularly in 60 and 30 CAD.
In the present study, Bivariate 2D-EMD is treated in parallel using Mat-
lab_R2018b and performed on the IFPEN supercomputer (Intel Skylake G-
6140 processors). The decomposition of one velocity field requires about 54
CPU hours which represents an elapsed real time of 1.5 hours over 36 cores.
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Fig. 11: Decomposition of instantaneous in-cylinder velocity; (a-c) 60 CAD, 30
CAD and TDC, respectively. First row: Instantaneous velocity, Second row:
Lf part of the velocity, Third row: Phase-averaged velocity, Fourth row: U¢
and Fifth row: Hf part of the velocity field. The unit is ms~! and every two

vectors are depicted



Title Suppressed Due to Excessive Length 17

3.3 Estimation of in-cylinder turbulent length-scales

In order to show a benefit of such decomposition, the turbulent integral length-
scale for the Lf and the Hf parts of the flow is compared together. At a given
time, spatial correlation coefficients (two points-one time) for 2D velocity field

is defined as

(u'f ()12 (' (o + €)1/

where i = 1, 2 denotes the velocity component, there is no Einstein summation
over index, and k = 1, 2 indicates the coordinate direction. The £ is the spatial
shift, (.) denotes spatial average and u} is the velocity fluctuations computed
from all the values in a velocity map. The integral length-scale is defined as
Lk = [° RE(£).d¢ [35]. The longitudinal (Ry,, Ry,) and lateral (Ryy, Ry,)
correlation curves and the corresponding integral length-scales (L, Ly, and
Lyy, Ly, respectively) for the instantaneous velocity field and its different
parts are presented in Fig. 12.
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Fig. 12: Profile of the longitudinal and lateral correlation coefficients and the
corresponding integral length-scale, in mm. (a) Instantaneous velocity field,
(b) Lf part of the velocity, (c) Hf part of the velocity, at 100 CAD

It has to be mentioned that for computing correlation coefficients in Eq. (4),
the velocity field above the clearance height (i.e., within the pentroof area) is
not considered. Moreover the integral length scales are obtained by integrating
spatial correlation functions until the first zero crossing, as presented in [25].
It can be observed that the evolution of the correlation curves obtained in the
instantaneous flow field and its Lf part are quite close, but are smoother in
the latter. However, the correlation curves associated with the Hf part of the
flow are significantly different and the order of the integral length scales are
smaller than that of Lf part. They represent the size of the turbulent eddies
that are more pertinent for small scale mixing. These small structures of the
flow are observed in Fig. 10c.

It is interesting to point out that in the Hf part of the flow, the longitudinal
integral length-scale for each component of the velocity field (Ly,, Lvy), is
approximately two times the lateral ones (Ly,, Ly,). In addition the lateral
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correlation curves of the two velocity components (R, Ry,) match closely.
This singular feature of the high frequency flow is similar to that of homoge-
neous isotropic turbulence, although there is a difference between longitudinal
correlation curves (Ryz, Ryy). This analysis is also performed for the velocity
fields at 70, 50 and 40 CAD, the obtained results are presented in Fig. 13. It
is observed that the length scale associated with turbulent fluctuations (Ugy)
are quite distinct from that of the large-scale motion (Ur¢) and when the
piston approaches to TDC, the scales of latter reduce.
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Fig. 13: Profile of the longitudinal and lateral correlation coefficients and the
corresponding integral length-scale, in mm. (a) Instantaneous velocity field,

(b) Lf part of the velocity, (¢) Hf part of the velocity. First row: 70 CAD,
Second row: 50 CAD, Third row: 40 CAD
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4 In-cycle evolution of kinetic energy

In this section, we present the use of Bivariate 2D-EMD as a non-statistical
tool in order to estimate the contribution of turbulent kinetic energy and
kinetic energy of cyclic fluctuations to the overall in-cylinder kinetic energy.
The following analysis focuses on the second half of the compression stroke
from 100 CAD to TDC. At each crank angle degree, the instantaneous velocity
field is decomposed by Bivariate 2D-EMD into different modes. The kinetic
energy of each mode is computed in the same manner as the flow kinetic
energy, following Eq. (3). In what follows, the crank angle evolution of the
energy contained in each mode is presented in logarithmic scale and compared
with the kinetic energy of the instantaneous flow field, see Fig. 14. As one can
see, the energy levels of all modes are smaller than that of the instantaneous
velocity of the flow and the evolution of the energy of the 6-th mode is quite
close to that of the instantaneous flow field along all CAD.
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Fig. 14: The kinetic energy profile evolution of the different modes for two
different cycles in (a) and (b)

The in-cylinder instantaneous velocity field can also be decomposed as

U = (U) 4 u, (5)

Where U is the instantaneous velocity with the components (U, V, W) in z,
y and z directions, respectively and u is the fluctuating velocity with the
(u,v,w) components. The symbol (.) denotes the phase-averaged operator.
The PIV data used in this study only resolves 2D velocity field (U, V') in the
central symmetry plane with an area of S. The transverse velocity component
W is not available although it has been measured using tomographic PIV
in the same engine and at the same operating conditions [2,52]. Such mea-
surements are not used here because they only captured a single 3D velocity
field per cycle, while the high-speed planar PIV provides velocity data at each
crank-angle degree through the engine cycle. Therefore in this analysis, the W
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velocity component and its fluctuations w are not considered. The reader is
referred to [2,52] for further information about this component. Finally, the
total phase-averaged kinetic energy per unit mass can be considered as a sum
of the mean flow kinetic energy, E,,, and the phase-averaged fluctuating kinetic
energy, Ey, as follows [14,46]:

- (0 +wy?)as. By = e () + ) as. ©)

Considering this statistical approach for decomposition of the velocity field,
Ey includes the energy of both cycle-to-cycle fluctuations of the mean flow
(i.e., the contribution of the in-cycle coherent motion) and the turbulent fluc-
tuations carried by the fluid motion. The evolution of E,, and Ef for the
studied in-cylinder flow is presented in Fig. 15a. Beyond about 50 CAD, a
clear decrease in F,, is observed. This decrease can be due to the reduction
of the piston speed or as more likely due to the breakdown of the large-scale
organized motion i.e., tumble flow to the turbulence smaller-scale. Neverthe-
less there is no significant increase in fluctuating kinetic energy, Ef, in this
range as what was observed in [46]. Also the evolution of the instantaneous
fluctuating kinetic energy described as F; = % /. S (u2 + v2) dS, for three arbi-
trary cycles are presented in Fig.15b. Significant differences between them are
observed, particularly for cycle 1 where the maximum value of the fluctuating
kinetic energy is about twice that of the other two cycles. This kinetic energy
contains both the contribution of turbulence and cyclic variability (CCV) of
the large-scale organized motion.
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Fig. 15: (a) Evolution of the mean flow kinetic energy, E,, and the phase-
averaged fluctuating kinetic energy, E¢ in Eq. (6), (b) Evolution of the instan-
taneous fluctuating kinetic energy, E; for three cycles

To shed light on this issue, the instantaneous velocity fields of these cycles
are decomposed by Bivariate 2D-EMD and the large-scale structure of the
flow (Lf part) is separated from the turbulent fluctuations (Hf part) for each
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velocity field. The kinetic energy of the instantaneous velocity field and the
corresponding flow Lf and Hf part are compared in Fig.16.
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Fig. 16: Evolution of the kinetic energy for three arbitrary cycles; cycle 1, cycle
2 and cycle 3 from first to third row, respectively. (a) Instantaneous velocity
field vs. Flow Lf part of EMD analysis, (b) Flow Hf part of EMD analysis vs.

CCV that corresponds to U, = Uy — Uga
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As expected, the energy of the Lf part is smaller than the energy associ-
ated with the instantaneous flow. However, as shown in Fig. 16a, these curves
exhibit the same energy behavior during the compression phase. It is also ob-
served that the maximum kinetic energy of the instantaneous flow in cycle 1
is the smallest of the three cycles. The kinetic energy contributions of the Hf
part, which represents the turbulence, and of the flow CCV are plotted in Fig.
16b. For the three considered cycles, their values are much lower than that
of the Lf parts but very close to each other except for the cyclic variation of
cycle 1 which maximum value is about 3 times higher than that of the two
other cycles. Cycle 1 is characterized by large scale structures which presents
smaller velocities and a singular behavior compared with the two other cycles.
For illustration, the velocity fields of U, for the three cycles at 50 CAD are
compared in Fig. 17. It is observed that the magnitude of the velocity cyclic
variation reaches higher values (by at least a factor 2) in a large region located
under the intake valves.
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Fig. 17: Comparing the velocity field of U, for three different cycles at 50
CAD. The unit is ms~! and every two vectors are displayed
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of CAD for all cycles, (b) The contribution of flow Hf part i.e., turbulent
fluctuations, Eq. (7) and cyclic variations in fluctuating kinetic energy, Eq. (8)
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Figure 18a represents the maximum of kinetic energy of Ugg (i.e., turbulent
kinetic energy) as a function of CAD for all analyzed cycles. For about 80%
of the cycles, it is placed between 50 and 30 CAD. This energy promotes
the flame kernel propagation hence such analysis should allow us to improve
the phasing of the turbulence peak in order to get it closer to the ignition time.

The phase-averaged kinetic energy of Hf part of the flow, Fy s and the one
obtained from substraction of the phase-averaged velocity from the velocity of
the Lf part, E. are defined as:

Bus = 55 [ (Wap)+ (Vi) ds. @

Po= g5 [ (O =0 + (i - 0?))as. @

E. corresponds to the kinetic energy of the Lf flow cyclic variability. Figure
18b shows the contribution of these energies compared to the total fluctuating
energy, Fy in Eq. (6), in the second half of the compression stroke. The level of
cyclic fluctuations is greater than that of the turbulent fluctuations and reaches
about 66% of the total fluctuating energy at 45 CAD. Although afterwards
this proportion decreases progressively, it still maintains a level of 55% near
TDC.

5 Tumble center trajectory analysis

This section is dedicated to the interest of Bivariate 2D-EMD to help identi-
fying the tumble center position and track its progression through the com-
pression stroke. Tumble flow is the generic large-scale organized motions in
the cylinder of spark-ignition engine. It is a bulk fluid motion about the axis
perpendicular to the cylinder axis and to the symmetry plane. Tumble motion
has two important roles. Firstly, it stores flow momentum and energy and
give them back at the end of the compression phase in the form of turbulence
with characteristics allowing a sufficiently fast propagation of the turbulent
flame generated by the spark. Secondly, it can increase the mean flow energy
by compression process, effectively generating more turbulent kinetic energy
near TDC by tumble breakdown. The fluctuations of the tumble center posi-
tion and its intensity highly affect the air-fuel mixing process and combustion
development [4,29]. Commonly an Eulerian approach based on the flow field
topology is used in order to identify the position of the tumble center [18]:
F P 1 (W/\IT,Z)::
(P) =~ s 155
is bounded by 1 and reaches a maximum value near the vortex core. S is the
two dimensional area, rectangular in the case of PIV datasets, centered on
P, N is the number of points M inside S and z is the unit vector normal
to the measurement plane. The operator |.|| represents the Euclidean norm
of the vector. The tumble center position computed by this method is highly

, where I'is the dimensionless scalar function that
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sensitive to the size of sub-region S, this effect is detailed hereafter.

Several studies were dedicated to the tracking of the tumble center trajectory
during intake and compression stroke. However due to the in-cylinder flow com-
plexity, the presence of local vortices with different sizes and the considerable
amount of the flow turbulent fluctuations, the accurate identification of the
fluid bulk motion is not straightforward. Druault et al. [11], studied the evolu-
tion of the tumble center in the most energetic modes of snapshots POD that
resulted from 32 consecutive cycles and compared it with the ones obtained
from phase-averaged and instantaneous velocity fields. Muller et al. [32], by
applying POD on 73 cycles, studied the average location of the tumble center
position during the second half of the compression stroke.
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Fig. 19: Identification of the tumble center position at 290 CAD. First row:
Instantaneous velocity field, Second row: Flow Lf part of the EMD analysis.
The function I'(P) is computed by considering the entire domain (a and d),
a quarter of the domain (b and e) and 3 x 3 grid points (¢ and f) as a S
sub-region . Due to the flow clockwise rotation, its value is negative at tumble
center. Every four vectors are displayed

However regarding EMD analysis, there is no need to have several resolved
cycles for analyzing tumble motion dynamics. Indeed the instantaneous ve-
locity fields in individual cycle are decomposed by Bivariate 2D-EMD and
the turbulent fluctuations are separated from large-scale organized motion, so
the position of the tumble center is computed in the latter. For illustration
purposes, the position of the tumble center for a given velocity field in intake
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stroke at 290 CAD is computed for both the instantaneous velocity field and
the low frequency part of the EMD analysis. The results are compared in the
first and second rows of Fig. 19. In addition, the different sizes of S area for
computing the I'(P) function are investigated using either the entire domain
(Figs. 19a and 19d), or a quarter of the velocity field (Figs. 19b and 19e) or
a 3 x 3 grid points (Figs. 19¢ and 19f). Since the turbulent fluctuations have
been removed in the Lf part, the tumble center position can be precisely iden-
tified in cases where a quarter of the velocity field and 3 x 3 grid points are
considered.
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Fig. 20: Identification of the tumble center position at 65 CAD. First row:
Instantaneous velocity field, Second row: Flow Lf part of the EMD analysis.
The function I'(P) is computed by considering the entire domain (a and d),
a quarter of the domain (b and e) and 3 x 3 grid points (¢ and f) as a S
sub-region . Due to the flow clockwise rotation, its value is negative at tumble
center. Every four vectors are displayed. Third row: Zoom region near tumble
core on instantaneous velocity field (g) and Lf part of the flow from EMD
analysis (h), every two vectors are displayed
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Another example in which the tumble center position is identified in the com-
pression stroke at 65 CAD, is illustrated in Figs. 20. The results are consistent
with those of previous case. Also the presence of two local vortices in the in-
stantaneous velocity field compared with the global rotational motion (tumble
vortex) center are shown in Fig. 20g and Fig. 20h, respectively.

For a given cycle, the tumble center footprint is identified by considering 3 x 3
grid points as a S sub-region. This procedure is performed for both the in-
stantaneous velocity field and the Lf field. The results are compared in Fig.
21, a significant difference between two trajectories is observed.
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Fig. 21: Identification of the tumble center trajectory during compression
stroke from 100 to 40 CAD in instantaneous velocity field v.s. flow Lf part
of EMD analysis

6 Conclusions

This study proposes Bivariate 2D-EMD for analyzing the instantaneous in-
cylinder flow velocity in order to separate turbulent fluctuations from flow
large-scale organized structures. The interest of such distinction is to estimate
turbulent intensity which plays a significant role on combustion development
and also to provide a quantitative analysis of CCV in engines. Contrary to
statistical methods, this approach is appropriate for analyzing unsteady tur-
bulent in-cylinder flows and to capture crank-angle resolved large-scale struc-
ture evolution within individual cycle. The fundamental point is that in this
methodology there is no need to have numerous velocity fields at a given crank
angle. Single velocity field is decomposed into several modes then, based on
energy consideration, the turbulent fluctuations i.e., the high frequency part
of the flow (Hf) are separated from the mean flow i.e., the low frequency part
of the flow (Lf).

Consequently, an advantage of EMD analysis is that the large-scale organized
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motion appears in the last mode of the decomposition. This implies that EMD
analysis does not require a formal criterion such as a cut-off frequency or to
truncate the series of the modes to distinguish the large scale structures of the
flow from the turbulence which makes this approach more adapted to analyze
the whole engine cycle without any adjustment. The methodology is applied
to a high-speed planar PIV data set performed in an optically accessible en-
gine. The measurement plane is restricted to the central symmetry plane and
contains the clearance volume. The analysis focuses on the second half of the
compression stroke, 100 CAD to TDC. The velocity fields from 15 individ-
ual cycles are analyzed and the contribution of the turbulent fluctuations and
CCV in fluctuating kinetic energy is investigated. Furthermore, the estima-
tion of the flow length scales associated with turbulent fluctuations and the
large-scale motion is performed. Finally, the benefit of such approach to ac-
curately identify the tumble center trajectory is demonstrated. The proposed
approach appears to be a promising methodology to analyze instantaneous
in-cylinder velocity fields measured experimentally or resolved by numerical
simulations. In addition, when engine operates under speed transient condi-
tions, the simulation of adequate cycles to perform statistical analysis has
a huge computational cost. The EMD analysis of in-cylinder velocity fields
obtained by LES is the subject of ongoing work for spray-guided engine in
motored and reactive conditions.
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Appendix

A synthetic Lamb-Oseen vortex, U;(x,y) that mimics large-scale organized
motion is perturbed by an experimental HIT velocity field, P(x,y) within
127 x 127 data points with spatial resolution of 0.16 mm [16], shown in Fig.
22a and 22b, respectively. The HIT flow has a longitudinal integral length-
scale of 3.2 mm and the scale of vortex is approximately five times larger. The
primary perturbed velocity field in Fig. 22c is interpolated on 254 x 254 data
points with spatial resolution of 0.08 mm, as presented in Fig. 22d.
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Fig. 22: (a) Large-scale synthetic flow, (b) Experimental HIT velocity field as
a perturbation, (c-d) Perturbed velocity field within 127 x 127 and 254 x 254
data points, respectively. Every four vectors are displayed, the unit is ms™!

The primary and interpolated velocity fields are decomposed by Bivariate
2D-EMD. The modes corresponding to the horizontal velocity components,
U are shown in Fig. 23. As one can see the interpolated velocity field has
one mode more than the primary field, however the last modes of both fields
are quite similar. Also the 5-th mode of the primary perturbed velocity field
corresponds to the 6-th mode of the interpolated one and so on up to the first
mode of the primary field that is distributed on the first and second modes of
the interpolated velocity field.
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Fig. 23: Horizontal velocity field in the first row and the corresponding modes
in following. (a) Primary, (b) Interpolated velocity fields, the unit is ms~!

Figure 24 presents the energy content of each mode for two decomposed ve-
locity fields in logarithmic scale. For both cases, a significant increase in the
energy of last mode is observed. This mode is considered as the organized mo-
tion (UL¢) and the sum of the other modes represents the HIT velocity field
(Unr). These flow fields are illustrated in the first and second row of Fig. 25
for the primary and interpolated velocity field, respectively. By observation,
there is a good agreement between the flow structures of two Hf velocity fields
as well as two Lf ones. Moreover the relative mean square error between mean
kinetic energy of the Hf velocity fields is 6.7% and that of the Lf velocity fields
is 0.3%.

As a conclusion, the interpolation of the velocity field on the grid points with
higher spatial resolution affects slightly the feature of the low order modes
that contain highest spatial frequency. Indeed the first mode of the primary
perturbed velocity field, that can be considered as a measurement error or
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incoherent noise, is distributed on the first and second modes of the interpo-
lated velocity field. However, it has no influence on the higher order modes, in
particular the last one that represents the flow large-scale organized motion
i.e., Lf part of the flow.
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Fig. 24: Energy content of each mode for two decomposed perturbed velocity
fields
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